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Today'’s Outline

* Pre-requisite

* Google Colab and Alternatives

* PyTorch Basic

 CNN Example: Image Classification

* Presenting your model: Gradio and Streamlit
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Pre-requisite
1. Basic python knowledge

2. Google account for Colab (OR PC/Mac with a GPU OR Other online platform)
* - Why you need a GPU for deep learning
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Python Basic

* Python 1s a high-level, interpreted, general-purpose programming
language known for 1ts simplicity and readability. Unlike C++, Python
1s a scripting language that does not need to be compile.

Run in Jupyter notebook -

Run by executing file: Run In console like tools (In our class):
python maln.py InteraCtlvely' :jupyter Running Code LastCheckpoint:10rnonl:hs.ago
aFile‘*-Ed;t< \gw |:IRun’ Kirnetc Se.t:ingsmar:::)wn -
import random >>> print("Hello, I'm Python!™) Running Code

First and Foremost, the Jupyter Notebook is an interactive environment For writing and running code. The r

# Generate a random number between 1 and 1 O However, each notebook is associated with a single kernel. This notebook is associated with the IPython ke

random number = random.randint(1, 10)
Code cells allow you to enter and run code

b n .n
prlnt( Random number' > random_number) Run a code cellusing Shift-Enter orpressing the L, button in the toolbar above:
a =10

printi(a)
10
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Python Basic (con't)

* In this class, we assume that you already know some of python
usages. Like basic "if", "for", how to install and import package, etc.

Below are some free tutorials you can find online. if you are not familiar with python
environment and python language, you may find they are useful.

Tutorial: How to install Python
windows: https://www.youtube.com/watch?v=TNAu6DvBINg
mac: https://www.youtube.com/watch?v=nhv82tvFfkM

Tutorial: Create Anaconda Virtual Environment for Jupyter Notebook
windows: https://www.youtube.com/watch?v=sv0ca-6liM8
mac: https://www.youtube.com/watch?v=SF_w7LBV_Zo

Tutorial (Python for beginners) (about 1 hour):
https://www.youtube.com/watch?v=kqtD5dpn9C8

FLORIDA STATE UNIVERSITY
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A Machine with GPU

* In this class you need to have a machine with GPU 1n order to train
your neural network.

Why you need a GPU?

VGG16 training on CIFAR-10 STILL
WAITING

Intel Xeon E5-2650 (12 core)
M1 Pro CPU

GeForce GTX 1080Ti
GeForce RTX 2080Ti

M1 GPU
M1 Pro GPU
0 40 80 120 160 PN c——
“1“"”195 / :Fﬁmh FOR MY NEURAL NET
(lower is better) TO COMPLETE TRAINING
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A Machine with GPU (con’t)

* You can use your local computer with Nvidia GPU. (For mac, you can use
MPS with not promising performance)

Correct corresponding version: Command line to check if you already
Nvidia driver, CUDA toolkit, cuDNN libray have CUDA toolkit installed

cuDNN Package Supports static linking? NVIDIA Driver Version for Linux | NVIDIA Driver Version f (base) C:\Users\User>nvcc -V

nvcc: NVIDIA (R) da compiler driver

cuDNN 9.5.0 for > 12.6 Yes >=525.60.13 >=527.41 = . P Py N .
CUDA 12.x . Copyright (c) 200 4 NVIDIA Corporation
' s 12.4 Built on Tue_Feb_27 16:28:36_Pacific_Standard_Time_2024
> 123 Cuda compilation tools, release 12.4, V12.4.99
: ::? Build cuda_12.4.r12.4/compiler.33961263 @
? o
» 120

https://docs.nvidia.com/deeplearning/cudnn/latest/reference/support-matrix.html

How to install cuda toolkit on windows: https://wiki.cci.arts.ac.uk/books/how-to-
guides/page/how-to-install-cuda-toolkit-on-your-personal-windows-pc
Accelerated PyTorch training on Mac: https://developer.apple.com/metal/pytorch/
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Create Running Environment

* Each Python project can have its own unique running environment

* Recommended tool: Anaconda and Pip
» Allows users to create and manage isolated environments easily

* different projects can use different versions of Python and packages
* Example: Numpy, Sklearn, PyTorch, Pandas, etc.

* ensures consistent package versions and environment behavior across Windows,
macOS, and Linux

e Useful tutorials:
e https://www.anaconda.com/docs/getting-started/getting-started
e https://www.youtube.com/watch?v=1nDNhiRg4DY

* Other choice: uv
* Documentations: https://docs.astral.sh/uv/

FLORIDA STATE UNIVERSITY
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Google Colab and
Alternatives

1. Getting start with Colab:
o Runing Code, GPU Runtime, File Manipulation, Linux Commands on Colab, Tips
2. Alternatives:

o PC(Recommended)/MAC with a GPU: Jupyter notebook with Conda virtual
environment(optional)

o Paid options: Colab Pro, Paperspace, etc.

FLORIDA STATE UNIVERSITY
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Google Colab

* A ready-to-use python environment with free GPU hours

You can see it as an online version of Jupyter notebook. | recommend you to use this since it
already comes with some common packages and python environment if you do not have a
decent GPU on your local computer

https://colab.research.google.com/ E & Drive FUSE example.pynb o —

File Edit View Insert Runtime Tools Help

You need a free google account in I
Order tO Use it. Table of contents Code snippets Files X

[1] # Load the Drive helper and mount
* UPLOAD (C REFRESH 2 from google.colab import drive
~ [ drive 4 # This will prompt for authorization.
5 drive.mount('/content/drive')
~ @ My Drive
» @ Colab Notebooks [» Mounted at /content/drive
B 07_structured_data.ipynb
n BigQuery recipes ° 1 # After executing the cell above, Drive
< X 2 # files will be present in "/content/drive/My Drive".
B Copy of nima colab.ipynb tls "/content/drive/My Drive"
B Exported DataFrame sheet.gsheet
£ _ < [C» 07_structured _data.ipynb Sample Excel file.xlsx
B Pickle + Drive FUSE example.ipynb BigQuery recipes script.ipynb
B Sample Excel file.gsheet Colab Notebooks TFGan tutorial in Colab.txt
n Sample Excel file.xIsx Copy of nima colab.ipynb to_upload (1).%pynb
o created.txt to_upload (2).ipynb
B TFGan tutorial in Colab.txt Exported DataFrame sheet.gsheet to_upload (3).ipynb
B created.txt foo.txt to_upload.ipynb

Pickle + Drive FUSE example.ipynb variables.pickle

B foo.xt sample Excel file.gsheet

B scriptipynb
B to_upload (1).ipynb

FLORIDA STATE UNIVERSITY
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Add and Run Code

Click "+Code" to add coO & Demo_colab.ipynb
python Code File Edit View Insert Runtime Tool

Help Last saved at 3:41 PM

OR = Files M X + Cdde <+ Text
C:lgk +Text tc;(sdd a e ® : t
plain text(markdown)
-
Click the run button () & Demo_colab.ipynb
tO run the COde File Edit View Insert Runtime Tools Help All changes saved
OR o— Files D X + Code + Te
You can select the Q c SIS _
"Runtime" in the = « Il e hetio wortdh)
1 X
rbr;enlt‘l tofrunde|t|p|e ) » [l sample_data 5% Hello World
OCKS OT1 Ccode o
é [3] torch.cuda.is_available()
|

Run cell (38/Ctrl+Enter)

FLORIDA STATE UNIVERSITY
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Select GPU environment and Verify

Select the button next to Choose "T4 GPU" You can run the

resource monitor icon and which is free to use “torch.cuda.is_available() again
choose "Change runtime type" and save to verify your configuration
v BN— +  ¢Gemni A Change runtime type €O & Demo_colabipynb
= File Edit View Insert Runtime Tools Help
Connect to a hosted runtime q Q |,._'—_| o Runtime type i Files M x *+ Code + Text
Change runtime type Python 3 -
Iq C B ®‘ ¥ [2] import torch
Connect to a custom GCE VM Hardware accelerator ® G - * print("Hello World")

Connect to a local runtime {x}

» B sample_data
@® cru TagPu (O atoosPu () L4GPU ple- Hello World
) (O
View resources
| v torch.cuda.is_available()
i TpO v2-8 0s
Manage sessions ()

True
Disconnect and delete runtime

Want access to premium GPUs? Purchase additional compute units
Shnw averiited rode historv

Cancel Save

4]

Y O

FLORIDA STATE UNIVERSITY
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Mount Google Drive

ALERT: the files in your temporary session will be lost after you restart your notebook

Use the code below to mount your google drive(15GB You can find the mounted folder in the side
free) and grant the permission bar, where you can upload your files
from google.colab import drive | CQ © Demo_colebipynb *

File Edit View Insert Runtime Tools Help All changes saved

drive.mount ('/content/drive')

— . + Code + Text
t= Files 0O X
c Y
Q ® R v [2] import torch
» [ bin print(“Hello World")
{x}
. . . . » boot 5% Hello World
Permit this notebook to access your Google Drive files? - =
CF - BB content :
This notebook is requesting access to your Google Drive files. Granting access to o o ; [3] torch.cuda.is_available() ©
- rive
Google Drive will permit code executed in the notebook to modify files in your O T True
Google Drive. Make sure to review notebook code prior to allowing this access. > I MyDrive -
» I sample_data 1‘;5 ° # mount google drive under the path of ,
. » [ datalab # ATTENTION: if you do not mount the dr:
No thanks Connect to Google Drive # session, you may lost the assets file:
» [ dev from google.colab import drive
» B et drive.mount('/content/drive')
5~ Mounted at /content/drive

» B home

FLORIDA STATE UNIVERSITY
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Upload or Download dataset

If you have a large dataset, you can also upload or download it directly to your
temporary session

Right click the folder and select upload

i RAM . Cod
VIeW you r v/ T4 Disk v + G = Files D X + Code A
usage here Resources / e BCBw .

_— 35 mg
(N Ot| ce: yo u d (@) You are not subscribed. Learnfmore x} » [ boot R
. You currently have zero compute units available. Resources offere ~ [ content 5% Hel
h ave a tl m e charge are not guaranteed. Purchase more units here. . -
. . . At your current usage level, this runtime may last up to 2 hours 50 » @ drive
limitation to < [3] tor
Manage sessions | ~ [l sample_da Open .
S Tr
use the GPU B READM 00 =
SESS | O n, afte r Want more memory and disk space? Upgrade to ColabPro X ‘ %wme 1& (> z 2
that, you will B e v foser Y
U Python 3 Google Compute Engine backend (GPU) ‘ californ  Rename folder fre
i - : dr:
| (@) St d I I yo ur Showing resources from 3:58 PM to 4:44 PM B califom  Delete folder r
: =¥ Mol
tem pO ra ry System RAM GPU RAM Disk B mnistt oo o
data) 1.5/12.7 GB 0.0/15.0 GB 1/112.6 GB B mnistt Refresh
» [ datalab
. \— [N _ A,

—_—

FLORIDA STATE UNIVERSITY
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Upload or Download dataset

* Or, you can download your dataset from URL to your session.

* Google Colab supports linux commands 1n the code block with a
suffix "!"" (use "%cd" to change directory), for example, use "!wget" to
download files

lwget https://www.cs.toronto.edu/~kriz/cifar-100-python.tar.gz -P /content/sample_data/

v
7s

'wget https://www.cs.toronto.edu/~kriz/cifar-100-python.tar.gz -P /content/sample_data/

Sv --2024-10-15 21:03:40— https://www.cs.toronto.edu/~kriz/cifar-100-python.tar.gz

Resolving www.cs.toronto.edu (www.cs.toronto.edu)... 128.100.3.30
Connecting to www.cs.toronto.edu (www.cs.toronto.edu)|128.100.3.30|:443... connected.
HTTP request sent, awaiting response... 200 0K

Length: 169001437 (161M) [application/x-gzip]
Saving to: ‘/content/sample_data/cifar-100-python.tar.gz’

cifar-100-python.ta 100%I >] 161.17M 30.4MB/s in 5.9s

2024-10-15 21:03:46 (27.5 MB/s) - ‘/content/sample_data/cifar-100-python.tar.gz’' saved [169001437/169001437]

FLORIDA STATE UNIVERSITY



Read files

Use "%cd" enter into the folder
contains your dataset,

Use "lunzip" to unzip the file

Use matplotlib to read and show
image

= Files O X

aqa B C B X
.

» [l drive
C¥ - BB sample_data

{x}

o v [ PokemonData
» [ Abra
» [ Aerodactyl
» [ Alakazam
» [ Alolan Sandslash
» [l Arbok
» [ Arcanine
» [ Articuno
» [ Beedrill
» [ Bellsprout
» [ Blastoise
<>
» [ Bulbasaur

= » [ Butterfree

» B ratarnia
Disk 82.47 GB available

FLORIDA STATE UNIVERSITY

+ Code

[13]

)

FsU

+ Text

%cd sample_data/
'unzip archive.zip

Show hidden output

/content/sample_data

import matplotlib.pyplot as plt
import matplotlib.image as mpimg
import os

dir_path = '/content/sample_data/PokemonData/Pikachu/"’

img = mpimg.imread(os.path.join(dir_path, '00000000.jpg'))
plt.imshow(img)

<matplotlib.image.AxesImage at @x79ea5c797ca@>
0

100

200

300

400




Getting Free one-year Pro Subscription

* Visit https://colab.research.google.com/signup

FsU

Choose the Colab plan that's
right for you

Whether you're a student, a hobbyist, or a ML researcher, Colab
has you covered

Verify your institution

Colab is always free of charge to use, but as your computing needs
grow there are paid options to meet them.

You will be redirected to SheerlD to verify your student or
faculty affiliation with a US-based educational higher

Restrictions apply, learn more here

Recommended education institution. Information provided will be processed
Pay As You Go Colab Pro Colab Pro+ Colab Enterprise by SheerID in accordance with their privacy policy. Read more
in our EAQ.
$9.99 for&g}isc::mpute $49.99 per month Pay for what you use
$49.99 for 500

Compute Units

You currently have O compute units.

Compute units expire after $0 days.

Purchase more as you need them.
v No subscription required.
Only pay for what you use.

v Faster GPUs
Upgrade to more powerful GPUs.

No cost for students and
educators

+/ 100 compute units per month

Compute units expire after 90 days.
Purchase more as you need them.

v Faster GPUs
Upgrade to more powerful GPUs.

v More memory
Access our highest memory machines.

& Limited time offer of an additional 100
compute units, totaling 600 per month.

All of the benefits of Pro, plus:

v Anadditional 466 500 compute units per
month
Compute units expire after 90 days.
Purchase more as you need them.

v Faster GPUs
Priority access to upgrade to more
powerful premium GPUs.

+ Background execution

With compute units, your actively running
notebook will continue running for up to
24hrs, evenif you close your browser.

FLORIDA STATE UNIVERSITY

+ Integrated
Tightly integrated with Google Cloud
services like BigQuery and Vertex Al

+ Enterprise notebook storage
Replace your usage of Google Drive
notebooks with GCP notebooks, stored
and shared within your cloud console.

+ Productive
Generative Al powered code completion
and generation.

| confirm that

is the account |

wish to receive my non-transferable Colab Pro for
Education subscription upon successful identity

verification.

Cancel

Continue as Teacher

Continue as Student



https://colab.research.google.com/signup
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Attention:

* Google Colab notebooks have an idle timeout of
90 minutes and absolute timeout of 12 hours.

it's time
to sleep

* This means, 1f user does not interact with his
Google Colab notebook for more than 90
minutes, 1ts imnstance 1s automatically terminated.

 Maximum lifetime of a Colab instance:12 hours.

* To keep your colab active: try
https://stackoverflow.com/questions/57113226/h
ow-can-1-prevent-google-colab-from-
disconnecting

* There 1s a cooldown period, so you may have to
use multiple free accounts

FLORIDA STATE UNIVERSITY
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Alternatives

* Paperspace (Plan or on-demand instance): for example, free plan or $8
month for faster free GPU: https://www.paperspace.com

* VastAl - Similar to above: https://vast.ai
* Google Cloud, PyTorch lighting, or AWS, etc...

* Notice: If you have a good gaming PC that have RTX 4090, etc. You
can always use your own PC for training. (For environment setup,
please refer to the pre-requisite part)

FLORIDA STATE UNIVERSITY
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PyTorch Basic

Introduction:
o Basic Concepts, Build your network, Pipelines for training/testing/saving/loading model

2. PyTorch Documentation

FLORIDA STATE UNIVERSITY
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PyTorch Introduction

A popular machine learning framework

@ O N NX ‘ - For training machine learning model

- Developed at Facebook Al and Research lab

O P TO rCh - Implementing a neural network in PyTorch is
, y simpler and intuitive than other frameworks
\ .. - Converting NumPy objects to tensors is
-/>/- PaddlePaddle natively integrated with PyTorch’s core data
structures

\/ "
o [11 import torch

+ https://thenewstack.io/the-ultimate-guide-to-machine-learning-
frameworks/

FLORIDA STATE UNIVERSITY
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Key Concepts:

Tensor: A tensor is a mathematical object that generalizes scalars, vectors, and matrices
into higher-dimensional spaces.

Create tensors

1 tensor_0 = torch.zeros([2,3])
o tensor_0
L~
4 o tensor([[0., 0., 0.1,
L~ (0., 0., 0.1])
//
/// tensor_1 = torch.tensor([[0,1], [1,0]1])
5 5 3 tensor_1
5
tensor([[0, 11,
1-D tensor 2-D tensor 3-D tensor [1, ell)
e.g. audio e.g. black&white e.g. RGB .
images images Check tensor's shape:
chann
(5,) ->dimO (3,5)->dim0,dim1 (4,5, 3)->dim0O, dim1, dim2 tensor_1.shape

torch.Size([2, 2])

FLORIDA STATE UNIVERSITY
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Key Concepts:

Tensor operations example:

Transpose: Remove Dim: Expand Dim:
tensor_0@.shape tensor3.shape tensor3 = tensor3.unsqueeze(0)
tensor3.shape
torch.Size([2, 31) 2 torch.Size([1, 2, 3])
3 torch.Size([1, 2, 3])
tensor_@ = tensor_0.transpose(@, 1) 3 # remove first dim 2
tensor3 = tensor3.squeeze(0)
tensor_0.shape tensor3.shape
torch.Size([3, 2]) 3 torch.Size([2, 3])
2
2
3

FLORIDA STATE UNIVERSITY
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ML Steps in PyTorch

Define loss Define Training Validation

function optimizer model and Testing

# Prepare data

O T i T J In a real example, you may use the code below to load data:

mini-batch

K\ J getitem (4)

Xs =
ys = np.array([-3.0, -1.0, 1.0, 3.0, 5.0, 7.0], dtype=np.float32)
# Convert numpy arrays to torch tensors dataset = MyDataset('data.CSV')
5 e RS e S L) i ) Ll s iR ) dataloader = DatalLoader(dataset, batch_size=4, shuffle=True)
ys = torch.tensor(ys).view(-1, 1) 1 — 1
print(xs)
print(ys) ///—
tensor([[-1.], Datal.oader
E ? }. ) getitem  (0)
{ g } getitem (1)
[ 4.11) Dataset getiten  (2) —— batch size
tensor([{ i } getitem  (3)
[ 1.1,
[ 3.1,
[ 5.1,
[ 7.1]

)

FLORIDA STATE UNIVERSITY
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ML Steps in PyTorch

Define loss Define Training Validation

function optimizer model and Testing

nn.Linear (fully connected layer) Under the hood, you may define
4 befine the model your own layer manually
acllfasls SimpleModel(nn.Module): class Sirnp'lLeI‘_inearLayer(.nn.Modu'Le):
.. def _ init_ (self, in_features, out_features):
def _lnlt_(SELf): super(SimpleLinearLayer, self).__init_ ()
super(SimpleModel, self).__init_ () :z‘{;33{‘:2::Efz:_lgieizgiﬁf_es
self.linear = nn.Linear(1, 1) # 1 input, 1 output T CT
# Initialize weights and bias
def f d( T ) self.weights = nn.Parameter(torch.randn(out_features, in_features) * ©0.01) # Small random weights
3 orwaraitseLrt, Xxj.:

self.bias = nn.Parameter(torch.zeros(out_features)) # Bias initialized to zeros
return self.linear(x)

def forward(self, x):
return x @ self.weights.t() + self.bias

model = SimpleModel()

Output = (Weight * Input) + Bias
Y = AX + B (Linear)

FLORIDA STATE UNIVERSITY
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More layers in a container

# Define the model
class SimpleModel2(nn.Module):
def __init__ (self):
super(SimpleModel2, self).__init_ ()
self.net = nn.Sequential(
nn.Linear(1, 32), # input layer, 1 input, 32 neurons (32 features) Whole Exarnpﬂe:
nn.Sigmoid(), # hidden layer, sigmoid function

nn.Linear(32, 1) # output layer, output 1 https://colab.research.g

) oogle.com/drive/1_ru4C
dNgz MrtiPs5qUOaRo
de'l: forward(se.l.f, X): W 5q’|R6cl?uspzsharin

return self.net(x)

8
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Under the hood, it just something like this:

# Define loss

criterion = nn.MSELoss()

def loss(predictions, targets):
v return ((predictions - targets) xx 2).mean()

Error ——> Other Example:
il # Cross Entropy (for classification tasks)
criterion = nn.CrossEntropyLoss()

x>
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Here we use Stochastic Gradient Descent N
Optimizer J(w) It ! _— Gradient

# Define optimizer
optimizer = optim.SGD(model.parameters(), 1r=0.01)

(&) >
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] # Train the model - Take the input: put xs to model,
epochs = 10 - Calculate the loss
for epoch in range(epochs): - Zero fche gradients bgfore the backward
# Forward pass pass in current iteration
outputs = model(xs) optimizer.zero_grad() |
loss = criterion(outputs, ys) - loss.backward() # Compute gradients

- Optimizer.step() # # Update parameters

# Backward pass and optimization based on gradients

optimizer.zero_grad()
loss.backward()
optimizer.step()

FLORIDA STATE UNIVERSITY
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Define loss Define Training Validation
function optimizer model and Testing
with torch.no_grad():

prediction = model(torch.tensor([[10.0]1]1))
print(prediction.item())

18.317289352416992

torch.no_grad() :
Prevents calculations from being added into gradient

computation graph. Usually used to prevent accidental training
on validation/testing data.

model.eval(): put model in evaluation mode

FLORIDA STATE UNIVERSITY
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"mps" If mac

Use GPU: move input and # Check if GPU is available allback to CPU
device = torch.device("cuda" if torch.cuda.is_available() else "cpu")
model to GPU

torch.tensor(xs).view(-1, 1).to(device) # Move to GPU (if available)
torch.tensor(ys).view(-1, 1).to(device)

XS
VA

[1] !nvidia-smi

5% Thu Oct 17 18:16:48 2024

I NVIDIA-SMI 535.104.05 Driver Version: 535.104.05 CUDA Version: 12.2 | # Inlt ia'l_ize the model and move lt to the Selected device
i Fon Tow  Pert Por<Usoge/con i BT emory Vo i b UEES;&%EEE? i model = S imp'l_eMode'l_( ).to(device)
I 0 Tesla T4 Off | 00000000:00:04.0 OFf | 0 I
| N/A 49C P8 100/ ToW | OMiB / 15360MiB | 0% Default | .
| ! | wval  with torch.no_grad():
— # Move input tensor to GPU

A 2 o e il prediction = model(torch.tensor([[10.0]], device=device))
| | print(prediction.item())

FLORIDA STATE UNIVERSITY
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Save and IOad mOdeI @ # Save the model state

torch.save(model.state_dict(), 'model_state.pth"')

# Load the model state

loaded_model = SimpleModel().to(device)

loaded_model. load_state_dict(torch.load( 'model_state.pth'))
loaded_model.eval() # Set to evaluation mode

# Predict using the loaded model
with torch.no_grad():

prediction = loaded_model(torch.tensor([[10.0]], device=device))
print (f"Prediction: {prediction.item()}")

FLORIDA STATE UNIVERSITY



PyTorch document

Community [+ ]

https.//pytorch.org/docs/stable/

Developer Notes [ + ]
Language Bindings [ + ]
Python API [ -]

torch

torch.nn
torch.nn.functional
torch.Tensor

Tensor Attributes
Tensor Views
torchamp
torch.autograd
torch.library

torch.cpu

torch.cuda
Understanding CUDA Memory Usage
Generating a Snapshot
Using the visualizer
Snapshot API Reference
torch.mps

torchxpu

torch.mtia

Meta device
torch.backends
torch.export

torch.distributed Screenshot

tarch dietrihutad tanear

Docs > torch.nn > Sequential -]

Sequential

CLASS

torch.nn.Sequential (*args: Module) [SOURCE]

CLASS

torch.nn.Sequential (arg: OrderedDict[str, Module])
A sequential container.

Modules will be added to it in the order they are passed in the constructor. Alternatively, an Ordereddict of modules can
be passed in. The forward() method of Sequential acceptsany input and forwards it to the first module it contains. It

then “chains” outputs to inputs sequentially for each subsequent module, finally returning the output of the last module.

The value a Sequential provides over manually calling a sequence of modules is that it allows treating the whole
container as a single module, such that performing a transformation on the Sequential applies to each of the modules it
stores (which are each a registered submodule of the Sequential).

What’s the difference between a Sequential anda torch.nn.MedulelList ? A ModulelList is exactly what it sounds like—
a list for storing Module s! On the other hand, the layers ina Sequential are connected in a cascading way.

Example:

# Using Sequential to create a small model. When ‘model’ is run,
# input will first be passed to ‘Conv2d(1,20,5)'. The output of
# ‘Conv2d(1,20,5)' will be used as the input to the first
# ‘RelLU'; the output of the first 'RelU’ will become the input
# for ‘Conv2d(20,64,5)'. Finally, the output of
# ‘Conv2d(20,64,5)' will be used as input to the second ‘RelU’
model = nn,Sequential(

nn.Conv2d(1,20,5),

nn.ReLU(),

nn.Conv2d(20,64,5),

nn_RelU

FLORIDA STATE UNIVERSITY
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CNN Example

A simple 1image classification. From load data to testing model
o (Optional) Transfer Learning Example

FLORIDA STATE UNIVERSITY
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CNN Example - Image classification

* Classify the bean's category
* https://www.kaggle.com/datasets/therealoise/bean-disease-dataset

angular_leaf_spot

4 SRR
“‘ z esd N o
D N

angular_leaf_spot

angular_leaf_spot

,'."‘t‘n
s o
& By

s
by

https://colab.research.google.com/drive/
1i_77s0GgXkcgngBeuvb5A0u-
REQ4X6bD?usp=sharing
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, FSU
Transfer Learning

* Transfer learning is a machine learning technique where .
model developed for one task is reused as the starting poir How transfer learning works
for a model on a second, related task.

Training from scratch

Pre-trained model

» Dog

. > Learned features 1
e Useful links: E‘ , Other object
* Tutonals: https://www.scaler.com/topics/pytorch/transfer-
leaming —DVtOl’Ch/ Transfer learning
* Models Repository: https://huggingface.co/ (dentity dogs idontity cars

* Dog
cat /

@ .
| ' Pre-trained
. — model > New task

FLORIDA STATE UNIVERSITY
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Presenting your model

(Optional, just some suggestions)
1. Gradio (others: Streamlit)

FLORIDA STATE UNIVERSITY
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G ra d I 0 https://www.gradio.app/guides/quickstart

Gradio is an open-source Python package that allows you to quickly build a demo or web application
for your machine learning model, API, or any arbitrary Python function. You can then share your demo
with a a public link in seconds using Gradio's built-in sharing features. No JavaScript, CSS, or web

hosting experience needed!

## Source: https://www.gradio.app/guides/quickstart Please input your name here: output

import gradio as gr
Bryce Hello, Bryce!!!
def greet(name, 1intensity):

return "Hello, " + name + "!" x +dint(intensity) intensity 3
Flag

demo = gr.Interface(
fn=greet,
inputs=["text", "slider"], Clear
outputs=["text"],

)
Submit

demo. launch()

Tutorial: https://www.youtube.com/watch?v=eE7CamOE-PA&t=395s

FLORIDA STATE UNIVERSITY
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Thank you
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